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Motivation

We want instructable agents (e.g. via language) that 

can solve tasks beyond Boolean rewards [1,2], and 

generalise compositionally to new tasks.

[1] G. Nangue Tasse et al., “A Boolean task algebra for reinforcement learning” NeurIPS, 2020. 

[2] R. T. Icarte et al., “Using reward machines for high-level task specification and decomposition in reinforcement learning,” ICML, 2018

[3] B. M. Lake et al., “Generalization without systematicity: On the compositional skills of sequence-to-sequence recurrent networks. PMLR 2018.

• “Serve breakfast with    

plain toast and ketchup…”

• Neural networks struggle to 

generalize compositionally3
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W1: Task Composition

Logic Operators

• OR:  𝐴 ∨ 𝐵 ≔ 𝐦𝐚𝐱{𝑅𝐴(𝑠, 𝑎, 𝑠′), 𝑅𝐵(𝑠, 𝑎, 𝑠′)} 

• AND: 𝐴 ∧ 𝐵 ≔ 𝐦𝐢𝐧{𝑅𝐴(𝑠, 𝑎, 𝑠′), 𝑅𝐵(𝑠, 𝑎, 𝑠′)} 

• NOT: ¬𝐴 ≔ 𝑹𝑴𝑨𝑿 𝒔, 𝒂, 𝒔′ + 𝑹𝑴𝑰𝑵 𝒔, 𝒂, 𝒔′ − 𝑅𝐴(𝑠, 𝑎, 𝑠′)

Reward bounds



W2: Different Composition Semantics

Bounds change semantics: 

{𝑅𝑀𝐼𝑁, 𝑅𝑀𝐴𝑋}
NOT(Pack or unpack all red)

Pack half red

Pack or unpack all blue



W3: Boolean Tasks with Dense Rewards

Given a basis:  



W4: Construct a Basis

Bounds: 



W5: World Value Function

Intuition: while solving one task, we should learn about other 
tasks that we may need to solve in the future

𝑟 𝑠, 𝑔, 𝑎 = ቊ
𝑟𝑀𝐼𝑁 𝑖𝑓 𝑔 ≠ 𝑠 ∈ 𝐺 

𝑟 𝑠, 𝑎  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

𝜋 𝑠, 𝑎, 𝑔 → 0,1

𝑄𝜋 𝑠, 𝑔, 𝑎 = 𝔼 ෍

𝑡=0

∞

𝛾𝑡𝑟 𝑠𝑡 , 𝑔, 𝑎𝑡



W6: Mastery



#6 Mastery



W6: Mastery
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W6: Mastery



W7: Better sample-efficiency  



W8: Skill Composition

Logic Operators

• OR:    

• 𝑄𝐴 ∨ 𝑄𝐵  ≔
𝐦𝐚𝐱{𝑄𝐴(𝑠, 𝑎, 𝑔), 𝑄𝐵(𝑠, 𝑎, 𝑔)} 

• AND:  

• 𝑸𝐴 ∧ 𝑄𝐵  ≔
𝐦𝐢𝐧{𝑄𝐴(𝑠, 𝑎, 𝑔), 𝑄𝐵(𝑠, 𝑎, 𝑔)} 

• NOT: 

• ¬𝑄𝐴  ≔ ൫

൯

𝑸𝑴𝑨𝑿 𝒔, 𝒂, 𝒈 +

𝑸𝑴𝑰𝑵 𝒔, 𝒂, 𝒈 − 𝑄𝐴(𝑠, 𝑎, 𝑔)



W9: Homomorphism over tasks and skills

Logic Operators

• OR:    

• 𝑄𝐴 ∨ 𝑄𝐵  ≔
𝐦𝐚𝐱{𝑄𝐴(𝑠, 𝑎, 𝑔), 𝑄𝐵(𝑠, 𝑎, 𝑔)} 

• AND:  

• 𝑸𝐴 ∧ 𝑄𝐵  ≔
𝐦𝐢𝐧{𝑄𝐴(𝑠, 𝑎, 𝑔), 𝑄𝐵(𝑠, 𝑎, 𝑔)} 

• NOT: 

• ¬𝑄𝐴  ≔ ൫

൯

𝑸𝑴𝑨𝑿 𝒔, 𝒂, 𝒈 +

𝑸𝑴𝑰𝑵 𝒔, 𝒂, 𝒈 − 𝑄𝐴(𝑠, 𝑎, 𝑔)



W10: Combinatorial explosion of skills

Logic Operators

• OR:    

• 𝑄𝐴 ∨ 𝑄𝐵  ≔
𝐦𝐚𝐱{𝑄𝐴(𝑠, 𝑎, 𝑔), 𝑄𝐵(𝑠, 𝑎, 𝑔)} 

• AND:  

• 𝑸𝐴 ∧ 𝑄𝐵  ≔
𝐦𝐢𝐧{𝑄𝐴(𝑠, 𝑎, 𝑔), 𝑄𝐵(𝑠, 𝑎, 𝑔)} 

• NOT: 

• ¬𝑄𝐴  ≔ ൫

൯

𝑸𝑴𝑨𝑿 𝒔, 𝒂, 𝒈 +

𝑸𝑴𝑰𝑵 𝒔, 𝒂, 𝒈 − 𝑄𝐴(𝑠, 𝑎, 𝑔)



W11: Super-Exponential explosion of skills



W12: Any RL Algorithm and Environment

DQN/TD3/ SAC /PPO/et c   

Tabu la r /D i s c r ete / c o nt i n u ou s / et c

Skill: LEFT

TOP XOR LEFTTOP AND LEFTTOP OR LEFT

Skill: TOP



And much more Ws!!!

Come chat at our poster
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