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|s a scalar reward enough to solve tasks safely? Yes!

How? Replace the rewards for unsafe transitions with the Minmax
nenalty, defined by the diameter and controllability of the environment

What we want

TRPO Lagrangian

We want agents (e.g robots) that can
optimally reach safe goal states in an
environment (e.g real world) while minimising

the reach probability of unsafe goal states ® ©® OG
Too small penalties ® .
may result in unsafe behaviour P -

Too large penalties
may result in longer learning times

X

Solution: Minmax penalty

* Consider the simple Chain-walk MDP o

The Minmax penalty Is the smallest penalty for unsafe states that
e ) ay/a . a1/ a leads to safe optimal policies, regardless of task rewards.
Y w.p. (1 — po) W.p. P2  We identify that it can be bounded by considering a notion of

diameter (D) and controllability (C) of the environment:
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* Learning the optimal policy for varying choices
of penalty gives the following observation
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Failure rates

* Prior works generally use constrained
optimization based on a cost function, but
usually have a large cost threshold (e.g. 25).
Hence they generally fail at minimising the
reach probability of unsafe goal states, I.e.
when the cost threshold is O. —
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~ TRPO Minmak (Ours)

Theoretical results

Theorem 1 (Estimation)
* For any given controllable environment,
 We can learn D and C to convergence by using policy
evaluation.

Theorem 2 (Safety Bounds)
* Let the task rewards be bounded by |Ryjin, Rygx]
* Then RMin < RMinmax < RMax

Theorem 3 (Complexity)
* Estimating the Minmax penalty R inmas accurately is
NP-hard.

Practical algorithm

In practice, we can learn safe policies by estimating the
lower-bound penalty using the learned value function

Algorithm 2: RL while learning Minmax penalty

Input :RL algorithm A, max timesteps 7'
Initialise : RMIN = 0, RMAX = 0, VMIN — RMIN; VMAX = RMAXa mand V as per A
for tin T do
observe a state s;, take an action a; using 7 as per A, and observe s;, 1,7
Ry, Byviax < min(Ravin, 7¢), max(Rvax, 7¢)
VMmN, Vmax < min(Vvn, Bvin, V (s¢)), max(Vmax, Rvax, V (st))
Rvin < VMmN — Vmax
re < Ryvin if 5,41 € G else ry
update 7 and V' with (s, as, S¢1.1,7¢) as per A
end for

Experiments

When theoretical assumptions hold

Consider the lava grid-world with different noise levels (sp). Using
Algorithm 2 with Q-learning, the agent learns the short or long safe
policies depending on noise (sp), to reach G while avoiding the lava L
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(b) Learned penalty (c) Failure rate

(a) Trajectories

When theoretical assuamptions do not hold

Consider the SafetyGym domain with different noise levels. Using
Algorithm 2 with function approximation (TRPO), the agent again
learns the short or long safe policies depending on noise

eams noise = 0.0 e Nnoise =2.5 e nojse=5.0 e nojse=7.5 noise = 10.0

Failure rate

Trajectories

Learned penalty Average returns

Comparison +o prior Safe RL approaches

We learn safer policies than baselines, while still solving task goals
when doing so does not compromise safety

e=» TRPO e== TRPO Lagrangian e== CPO SauteTRPO e== TRPO Minmax (Ours)
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(top) noise = 0, (middle) noise = 2.5, and (bottom) noise = 5
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