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Markov need not apply! RL agents can efficiently handle long-term 
dependencies by learning what to remember, reducing memory 

and compute costs while preserving optimality.

Unlike a standard Frame Stack, which blindly retains 

recent observations (needs full history 𝒌∗), we want 

agents that learn only the minimal number of 

observations 𝜿 to retain based only on their 

relevance for reward maximisation. 
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