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We can provably: specify tasks with arbitrary rewards using logics, 
construct a basis for arbitrary rewards bounds, and solve tasks 

zero-shot by leveraging World Value Functions. 

We want instructable agents (e.g. via language) 

that can solve tasks beyond Boolean rewards 

[1,2], and generalise compositionally new tasks.

Motivation

Skill (WVF) compositionTask (Rewards) composition

Blessing of Dimensionality

Task/Reward specification is hard! 
Arbitrary reward compositions maybe not 

result in the desired tasks 

Skill/Value function/Policy learning is hard! 

Arbitrary skill compositions maybe not 
result in the desired solutions

[1] G. Nangue Tasse et al., “A Boolean task algebra for reinforcement learning” 
NeurIPS, 2020. 
[2] R. T. Icarte et al., “Using reward machines for high-level task specification and 
decomposition in reinforcement learning,” ICML, 2018 

Empirical ly works even when theoretical 

assumptions do not hold

Empirical ly works even in continuous control with 

function approximation

Exponential  explosion of skills from a logarithmic amount of learning

JAIR

Logic Operators
• Disjunction (OR): 𝐴 ∨ 𝐵 ≔ 𝐦𝐚𝐱{𝑅𝐴(𝑠, 𝑎, 𝑠′), 𝑅𝐵(𝑠, 𝑎, 𝑠′)} 
• Conjunction (AND): 𝐴 ∧ 𝐵 ≔ 𝐦𝐢𝐧{𝑅𝐴(𝑠, 𝑎, 𝑠′), 𝑅𝐵(𝑠, 𝑎, 𝑠′)} 

• Negation (NOT): ¬𝐴 ≔ 𝑅𝑀𝐴𝑋 𝑠, 𝑎, 𝑠′ + 𝑅𝑀𝐼𝑁 𝑠, 𝑎, 𝑠′ − 𝑅𝐴(𝑠, 𝑎, 𝑠′)

Task space bounds {𝑅𝑀𝐴𝑋, 𝑅𝑀𝐼𝑁} change semantics: 

𝑅 𝑄

Logic Operators
• Disjunction (OR): 𝑄𝐴 ∨ 𝑄𝐵  ≔ 𝐦𝐚𝐱{𝑄𝐴(𝑠, 𝑎, 𝑔), 𝑄𝐵(𝑠, 𝑎, 𝑔)} 
• Conjunction (AND): 𝑸𝐴 ∧ 𝑄𝐵  ≔ 𝐦𝐢𝐧{𝑄𝐴(𝑠, 𝑎, 𝑔), 𝑄𝐵(𝑠, 𝑎, 𝑔)} 

• Negation (NOT): ¬𝑄𝐴  ≔ 𝑄𝑀𝐴𝑋 𝑠, 𝑎, 𝑔 + 𝑄𝑀𝐼𝑁 𝑠, 𝑎, 𝑔 − 𝑄𝐴(𝑠, 𝑎, 𝑔)

Skill space bounds {𝑄𝑀𝐴𝑋, 𝑄𝑀𝐼𝑁} similarly change semantics. 
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Trained and evaluated with noisy transitions (0.3% noise) 

Assumptions: 
     - Deterministic dynamics, 
     - Same dynamics (i.e. even termination must be the same)
     - Same non-terminal rewards (i.e. goal-reaching tasks)

World Value Funtion
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