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A framework for solving any task specified by reward 

machines without further learning by composing skill 

primitives learned in a reward-free environment

Experiments: Moving Targets

Experiments: Office GridworldSkill MachinesIntroduction
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Learning Skill Machines

- Consider an agent in an environment 

where it needs to solve multiple tasks 

specified by Reward Machines (RM) 

[1] (can also be obtained from LTL).

- How to solve those tasks efficiently? 

i.e without costly learning every time


