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We leverage logical composition in lifelong RL to 

achieve both zero-shot and few-shot transfer leading to 

fast generalisation over unknown task distributions.
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Introduction

• Given a new task, can we determine if it is 

expressible in terms of learned ones? If yes, can 

we solve it zero-shot? If no, can we solve it few-

shot? How about generalisation over any 

unknown non-stationary task distribution?

• Prior works [1,2] achieve a subset of these by 

assuming base skills are learned. Most lifelong 

RL works [3] focus on learning new tasks faster 

but do not consider the generalisation problem 

(they have to learn all or most new tasks).

Logical composition

To achieve zero-shot composition, the agent 

learns an extended value function (EVF) for 

each task 𝑀 with reward function 𝑟𝑀(𝑠, 𝑎):

𝑄 𝑠, 𝑔, 𝑎 = 𝔼𝑠
𝜋 

𝑡=0

∞

𝛾𝑡𝑟 𝑠𝑡, 𝑔, 𝑎𝑡

where     𝑟 𝑠, 𝑔, 𝑎 = ቊ
𝑟𝑀𝐼𝑁 𝑖𝑓 𝑔 ≠ 𝑠 ∈ 𝐺,

𝑟𝑀 𝑠, 𝑎 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

The agent can recover the task policy from an 

EVF as follows: 𝝅 𝒔 ~𝒂𝒓𝒈𝒎𝒂𝒙𝒂𝐦𝐚𝐱
𝒈

𝑸(𝒔, 𝒈, 𝒂).

The EVFs can then be composed as follows: 

𝑸𝟏 ∨ 𝑸𝟐 = 𝐦𝐚𝐱{𝑸𝟏, 𝑸𝟐}, 𝑸𝟏 ∧ 𝑸𝟐 = 𝐦𝐢𝐧 𝑸𝟏, 𝑸𝟐 , and 
¬𝑸 = 𝑸𝑴𝑨𝑿 𝒊𝒇 𝑸 − 𝑸𝑴𝑰𝑵 ≤ 𝑸 −𝑸𝑴𝑨𝑿 𝒆𝒍𝒔𝒆 𝑸𝑴𝑰𝑵.

Experiment: Transfer after pretraining

Experiment: Lifelong transfer (~ 1 Trillion tasks)
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Pretrained on base tasks: Pretrained on non-base tasks:
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For each episode:

➢ Sum of products: 𝑇𝑆𝑂𝑃 ≔ and 𝑄𝑆𝑂𝑃 ≔ ¬𝑄∗ ∧ ¬𝑄∗( ) ∧ 𝑄∗( ) ∧ ¬𝑄∗( )

➢𝑇 = 𝑇𝑆𝑂𝑃? (No!) 

➢ If yes, use 𝝅~𝑸𝑺𝑶𝑷 and don’t add anything to library.

➢ If no, learn a new 𝑸 with goal-oriented learning, using 𝝅~𝑸 ∨ 𝑸𝑺𝑶𝑷 to speed up training.

After n episodes (or when 𝑸 is sufficiently good), add (𝐓, 𝑸) to the library if 𝑻 ≠ 𝑻′. 

Theorem 2: Let the 𝑡𝑡ℎ task be sampled from an unknown (possibly non-
stationary) task distribution. Let 𝑆𝑘𝑖𝑙𝑙𝑠𝑡+1 be the library of skills stored by 

SOPGOL after learning the 𝑡𝑡ℎ task. Then,

log |𝑔𝑜𝑎𝑙𝑠| ≤ 𝐥𝐢𝐦
𝒕→∞

𝒔𝒌𝒊𝒍𝒍𝒔𝒕 ≤ |𝑔𝑜𝑎𝑙𝑠|

Theorem 1: Let ෩𝑻 be the learned binary represention for a given deterministic 
task. Given the learned binary representions ෩𝓣𝒏 and Q-functions ෩𝓠𝒏 for n 
tasks, we have

𝑄∗ − 𝑄𝑆𝑂𝑃 ∞ ≤ 𝟏𝑻≠𝑻𝑺𝑶𝑷 𝑟Δ + 𝜖

where  𝑸𝑺𝑶𝑷 and 𝑻𝑺𝑶𝑷 are obtained via logical composition using the Boolean 
expression obtained by the sum of products method, 𝑺𝑶𝑷(෩𝓣𝒏, ෩𝑻).


